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Presenter Notes
Presentation Notes

Our lack of understanding of how technology works, including its spillover socioeconomic effects. 

Arthur C. Clark, British Science Fiction Writer famous for writing 2001: A Space Odyssey said 

“Any sufficiently advanced technology is indistinguishable from magic.”

Here lies the problem – a lack of understanding of how a technology works and its impacts can lead to knee-jerk reactions, fear and an impulse to regulate. 

This is especially true as it relates to impact of AI on the workforce….



WHAT IS
AI?
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No clear definition of AI exists, which is why there is a lot of confusion over its impacts. 

Prof. Stuart Russell: Systems that think like humans, systems that act like humans, systems that think rationally, systems that act rationally. From Machine Learning Algorithms to Deep Neural Nets, commonly cited as “black box” AI. 

AI is a category within which a lot of methodologies and technologies exist. 






AI LEGISLATION DATABASE (FEDERAL & CA)

CITRISPolicyLab.org/AILegislation
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Total of 77 bills have been proposed. 



AI DEFINED BY LAWS & INSTITUTIONS
National AI Initiative Act of 2020

AI is “a machine-based system that can, for a given set of human-defined 
objectives, make predictions, recommendations or decisions influencing 
real or virtual environments.”

NIST AI Risk Management Framework

An AI system is an “engineered or machine-based system that can, for a 
given set of objectives, generate outputs such as predictions, 
recommendations, or decisions influencing real or virtual environments 
(based off of OECD recommendation on AI: 2019; ISO/IEC 22989:2022)

Presenter Notes
Presentation Notes
Sources: 
https://www.ai.gov/wp-content/uploads/2023/04/National-Artificial-Intelligence-Initiative-Act-of-2020.pdf 
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf 



AI DEFINED BY LAWS & INSTITUTIONS

EU AI Act (Article 3)

An AI system means a system that is designed to operate with 
elements of autonomy and that, based on machine and/or 
human-provided data and inputs, infers how to achieve a given 
set of objectives using machine learning and/or logic- and 
knowledge based approaches, and produces system-generated 
outputs such as content (generative AI systems), predictions, 
recommendations or decisions, influencing the environments 
with which the AI system interacts

Presenter Notes
Presentation Notes
Sources: https://www.euaiact.com/article/3 



AI refers to the ability of machines to 
respond to stimulation and make decisions 
that normally require a human level of 
expertise (Shubhendu & Vijay, 2013).

Machine learning (ML), the most commonly 
used form of AI, refers to a broad set of 
techniques that use data to create 
algorithms that are often used to predict 
outcomes. 

● Supervised vs. Unsupervised ML
● Deep Learning
● Reinforcement Learning

Computer Science

Artificial 
Intelligence

Machine 
Learning
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AI DEFINED BY COMPUTER SCIENCE

Presenter Notes
Presentation Notes

Note: Narrow AI can included augmented intelligence. Narrow (or weak) AI focuses on a simple task (e.g., virtual assistants are an example of narrow AI).

Supervised vs. unsupervised

Supervised learning infers a function from labeled training data. This training data consisting of a set of training examples to map an input to an output based on example input-output pairs.

Unsupervised learning



MACHINE LEARNING



Supervised Machine Learning
Unsupervised Machine Learning

Reinforcement Learning
Deep Learning
Generative AI

Foundation Models
General-Purpose AI



MACHINE LEARNING
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Statistical pattern recognition or correlations in data
1. Supervised Machine Learning

- Labeled datasets used to train algorithms that 
analyze and cluster data or predict outcomes.

2. Unsupervised Machine Learning
- Algorithms analyze and cluster unlabeled 

datasets, discover patterns.
3. Reinforcement Learning

- Algorithms that learn through trial and error 
using feedback from its actions
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Supervised Machine Learning

Apple
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An example of supervised machine learning is Logistic Regression.

Logistic regression is used to identify the relationship between a dependent variable (categorical, such as yes/no or apple/tomato) and one or more independent variables. 

Source: https://www.ibm.com/topics/supervised-learning





UNLABELED DATA
Interpretation

PREDICTION
Apple

Tomato

Unsupervised Machine Learning

Algorithm

Presenter Notes
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One example of unsupervised machine learning is clustering
Clustering is a data mining technique which groups unlabeled data based on their similarities or differences. Clustering algorithms are used to process raw, unclassified data objects into groups represented by structures or patterns in the information. Clustering algorithms can be categorized into a few types, specifically exclusive, overlapping, hierarchical, and probabilistic
Source: https://www.ibm.com/topics/unsupervised-learning#:~:text=the%20next%20step-,What%20is%20unsupervised%20learning%3F,the%20need%20for%20human%20intervention.





UNSTRUCTURED DATA Rewards & 
Punishments OUTPUT

Apple

Tomato

Reinforcement Learning

Apple +10

Apple -10

Apple -10

Tomato +10



CHALLENGES: MACHINE LEARNING

19

1. Supervised Machine Learning
- Can require certain levels of expertise to structure accurately
- Training supervised learning models can be very time intensive
- Datasets can have a higher likelihood of human error, resulting in 

algorithms learning incorrectly

2. Unsupervised Machine Learning
- Computational complexity due to a high volume of training data
- Higher risk of inaccurate results
- Lack of transparency into the basis on which data were clustered

3. Reinforcement Learning
- All of the Above &... 
- Faulty reward functions create unintended behaviors

Presenter Notes
Presentation Notes
Source: https://www.ibm.com/topics/supervised-learning 



http://www.youtube.com/watch?v=tlOIHko8ySg


DEEP LEARNING 
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- Concept around since 1950s 
(Frank Rosenblatt)

- A subset of machine learning 
- More complex
- Mimics the human brain (i.e., 

how neurons fire in brain)
- Ingest & process unstructured 

data
- Automates feature extraction 

(e.g., dog ears vs. cat ears)
- Classify and cluster data

Computer Science

Artificial 
Intelligence

Machine 
Learning

Deep
Learning



Source: https://www.ibm.com/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks/

Presenter Notes
Presentation Notes
Source: https://www.ibm.com/blog/ai-vs-machine-learning-vs-deep-learning-vs-neural-networks/
https://developer.ibm.com/learningpaths/get-started-with-deep-learning/an-introduction-to-deep-learning/ 



CHALLENGES: DEEP LEARNING 
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- Large amounts of data
- Powerful computing
- Lack of transparency
- Faulty reward functions create unintended behaviors

Presenter Notes
Presentation Notes
https://openai.com/research/faulty-reward-functions 



GENERATIVE AI
Deep learning models that 
can generate high-quality 
text, images, audio, and 
other content based on the 
data they were trained on.
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Sources: https://research.ibm.com/blog/what-is-generative-AI
https://cset.georgetown.edu/article/what-are-generative-ai-large-language-models-and-foundation-models/




FOUNDATION MODELS
AI systems with broad capabilities that can be adapted to 
a range of different, more specific purposes. 

The original model provides a “foundation” on which other 
things are built

The large language model GPT-4 is the foundation model 
of ChatGPT
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AI GOVERNANCE



US Federal AI Landscape
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2019 - United States adopts OECD Principles on Artificial Intelligence

- Executive Order “Maintaining American Leadership in AI” (2019)

2020 - AI in Government Act of 2020

- Executive Order “Promoting the Use of Trustworthy AI in the Federal Government (2020)

2021 - National AI Initiative Act of 2020 (became law in January 2021)

- National AI Initiative Office (housed within White House OSTP)

2022 - National AI Advisory Committee

2023 - NIST AI Risk Management Framework
- AI Bill of Rights
- White House Voluntary AI Commitments
- Sens. Blumenthal & Hawley introduce framework to guide AI governance and subsequent 

bills
- Sen. Schumer’s AI Summit  & “Safe Innovation Framework for AI Policy”
- White House Executive Order on AI 

Presenter Notes
Presentation Notes

In 2016, the first National AI Research & Development Strategic Plan was published outlining 7 strategies the federal government should pursue to support US leadership in AI. These strategies include investment in AI research; understanding and addressing the ethical, legal, and societal implications of AI; ensuring safety and security; and establishing standards and benchmarks to evaluate AI.

In 2019, the United States adopted the OECD Principles on Artificial Intelligence. This is quite significant as it was the first set of principles the US publicly adopted. In brief, the 5 OECD AI Principles state that “AI should benefit people and the planet;... should respect the rule of law, human rights, democratic values and diversity, and include appropriate safeguards; should be transparent; should function in a robust, secure, and safe way; 

 The OECD specifically called for governments to: 

Facilitate public and private investment in research & development to spur innovation in trustworthy AI.
Foster accessible AI ecosystems with digital infrastructure and technologies, and mechanisms to share data and knowledge.
Create a policy environment that will open the way to deployment of trustworthy AI systems.
Equip people with the skills for AI and support workers to ensure a fair transition.
Co-operate across borders and sectors to share information, develop standards and work towards responsible stewardship of AI.

Also in 2019, President Trump issued an executive order “Maintaining American Leadership in AI” to support growth of AI in the United States. Some of the strategies outlined in the executive order include increased investment in AI research and development; workforce training; and enabling access to high-quality data, models, and computing power. 

The AI in Government Act of 2020 codifies into law the U.S. General Services Administration AI Center of Excellence which provides guidance to the federal government on how to effectively incorporate AI-enabled solutions. It also tasks the Office of Management and Budget to provide guidance on agency use of AI.

In 2020, President Trump issued an executive order “Promoting the Use of Trustworthy AI in the Federal Government” which establish 9 responsible AI principles to guide use of AI by the federal government, such as “

The National AI Initiative Act is the most comprehensive federal law guiding the nation’s AI strategy. The Act became law in January 2021.  

The primary goals of the National AI Initiative Act are to support U.S. leadership in AI research and development, development and use of trustworthy AI in the public and private sectors, and workforce development. 

The National AI Initiative Act established the National AI Initiative Office (housed within the White House Office of Science and Technology Policy) and several committees. The National AI Initiative Office oversees coordination of the National AI Initiative, including providing technical and administrative support to all committees and subcommittees, and engagement with relevant public and private sector stakeholders. 

The National AI Advisory Committee (NAIAC) includes experts from a broad range of relevant disciplines and sectors, including academia, civil society, industry, and federal laboratories. The NAIC is tasked with providing independent assessment of the National AI Initiative. They provide feedback on AI research and development, ethics, standards, education, technology transfer, commercialization, security, and economic competitiveness. There are many, many more subcommittees, including subcommittees of the NAIAC (e.g., there is one focused on guidance on use of AI in law enforcement. 







http://drive.google.com/file/d/1N8IKFIHA3cDtNGBxE47uKktSNzfM1MCE/view


European Union 

- EU AI Act (passed)
- Most comprehensive AI legislation globally
- Puts in place requirements on high-risk AI systems

- Digital Services Act (passed)
- Digital Markets Act (passed)
- Data Governance Act (passed)
- EU General Data Protection Regulation (passed)

- Article 22 “The data subject shall have the right not to be subject to a decision based 
solely on automated processing, including profiling, which produces legal effects 
concerning him or her or similarly significantly affects him or her.”
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The DSA and DMA have two main goals:
to create a safer digital space in which the fundamental rights of all users of digital services are protected;
to establish a level playing field to foster innovation, growth, and competitiveness, both in the European Single Market and globally.

DSA
Provides end-users with greater control over recommender systems, including access to recommender systems not based on GDPR-defined personally identifiable information (PII). The DSA also creates mechanism for data to be made available to third parties for independent research and oversight, including evaluation of potential risks posed by AI-enabled tools. 


China’s Internet Information Service Algorithmic Recommendation Management Provision



AI Standards & Guidelines
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Third-party Auditors, Evaluators, Licensors, Certifiers 
Auditors

ORCAA

Parity AI

Evaluators

Credo.ai

ARC Evals
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Licensors

Responsible AI Licenses (RAIL)

Certifiers

Responsible AI Institute
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GLOSSARY

35

AI Bias - Computational or statistical bias is a systematic error or deviation from the true value of a prediction that originates 
from a model's assumptions or the data itself. Human or cognitive bias refers to inaccurate individual judgment or distorted 
thinking, while systemic bias leads to systemic prejudice, favoritism, and/or discrimination in favor of or against an individual 
or group. Bias can impact outcomes and pose a risk to individual rights and liberties (NIST, 2022; IAPP, 2023)

AI Risks - Like risks for other types of technology, AI risks can emerge in a variety of ways and can be characterized as 
long- or short-term, high- or low-probability, systemic or localized, and high- or low-impact (NIST AI RMF, 2023)

AI Fairness - An attribute of an AI system that ensures equal and unbiased treatment of individuals or groups in its 
decisions and actions in a consistent, accurate manner. It means the AI system's decisions should not be affected by 
certain sensitive attributes like race, gender or religion (IAPP, 2023)

Trustworthy AI - Often used interchangeably with the terms responsible AI and ethical AI, which all refer to principle-based 
AI development and governance, including the principles of security, safety, transparency, explainability, accountability, 
privacy, nondiscrimination/non-bias, among others (IAPP, 2023)

https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.1270.pdf
https://iapp.org/resources/article/key-terms-for-ai-governance/
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
https://iapp.org/resources/article/key-terms-for-ai-governance/
https://iapp.org/resources/article/key-terms-for-ai-governance/
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