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How can policymakers intervene?
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Blueprint for an AI Bill of Rights

https://www.whitehouse.gov/ostp/news-updates/2022/10/04/blueprint-for-an-ai-bill-of-rightsa-vision-for-protecting-our-civil-rights-in-the-algorithmic-age/

Safe and Effective Systems

You should be protected from unsafe or ineffective 

systems.

Algorithmic Discrimination Protections

You should not face discrimination by algorithms and 

systems should be used and designed in an equitable way.

Data Privacy

You should be protected from abusive data practices via 

built-in protections and you should have agency over how 

data about you is used.

Notice and Explanation

You should know when an automated system is being used 

and understand how and why it contributes to outcomes 

that impact you.

Human Alternatives, Consideration, and Fallback

You should be able to opt out, where appropriate, and have 

access to a person who can quickly consider and remedy 

problems you encounter.

http://www.whitehouse.gov/ostp/ai-bill-of-rights



66

A Technical Companion
to the Blueprint for an AI Bill of Rights

http://www.whitehouse.gov/ostp/ai-bill-of-rights



AI Policy Recommendations 

• Consider what redlines you have for AI use
● E.g., a ban on affective computing by law enforcement

• Focus on impacts, not technical details
● Civil Rights

● Safety and efficacy concerns
● E.g., agriculture

● Privacy

● Other sector-specific concerns (e.g., healthcare, education)

● Impact on workers: replacement, displacement, humans-in-the-loop

● Environmental impacts: energy and water usage



AI Policy Recommendations 
• Civil Rights provisions can prohibit algorithmic discrimination and require 

impact assessments

• Duty of Care provisions can require that systems are tested to make sure 
they’re safe and effective before use

• Privacy protections that include AI based inferences and destruction of 
models or other future-protective remedies

• Transparency requirements that notify, explain, and require disclosures can 
support accountability

• Human alternatives so that people can opt-out, appeal, or receive remedies 
from AI harms

• Oversight and enforcement including via regulation and a private right-of-
action













Resources

• AI Bill of Rights

● https://www.whitehouse.gov/ostp/ai-bill-of-rights/

• OMB (Draft) Guidance on AI

● https://ai.gov/input/

• Lawyers Committee Online Civil Rights Act

● https://www.lawyerscommittee.org/online-civil-rights-act/


